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THERE 15 AN OFTEN repeated claim that the only man-made
object that can be seen from space is the Great Wall of
China (Fig. 70.1): a structure that is in some scctions over
2500 vears old, and that snakes over some 6000 km of coun-
tryside. In reality, at the altitude of orbital flights, astronauts
report seeing a varicty of man-made structures, including
roads and large scaway projects such as the Sucz and
Panama Canals. What characterizes many ol these struc-
res 1s the length and smooth contnuity of the contours
they create across the surface ol the carth.

The notion that continuity 1s important Lo visual percep-
tion was a central idea of the Gestalt psvchologists, who, in
the first hall of the twentieth century, described a set of per-
ceptual grouping principles that mcluded thelaw of good con-
tinuation. In formulating their laws, the Gestalt psychologists
had rebelled against the beliel that perception could be
described as the consequence ol simple accretion of visual
elements.

Over the past 10 years, cognitive neuroscience has
renewcd its interest in the representation ol contours and
continuity. Researchers in visual anatomy, ncurophysiology,
computer science, and visual psychophysics have combined
their approaches to develop models of how contours are per-
cetved and integrated by the visual system. The reasons for
this interest arc scveral. Perhaps of primary importance is
the fact that up to recently, much of the work on vision has
concentrated on the properties of single neurons. Neuro-
scicnce data have provided considerable insight tnto the
properties of the individual neurons that occur along the
visual pathway. This work suggests that in the early stages of
visual processing, the image of our visual environment is
transformed into the responses of large arrays of ncurons,
each sclective 1o properties such as orientation, position,
spatial frequency, and direction of motion. Indeed, it has
been argued that these basic properties of the visual system
may produce a solution that s close o optimal for describ-
ing our natural environment {c.g., Field, 1987; sce Chapter
108, for review). However, the question remains of how this
information, cncoded by different neurons, is integrated into
the perception of whole objects and scenes. One common
theme 15 that the visual system does so by building a hierar-

chy of cver more complex receptive lields through series of
feedforward connections.

In this chaptern, we review recent work that takes a differ-
ent approach. This work suggests that, as carly as primary
visual cortex, neurons cannot be treated as simple feed-
forward devices that mercely receive input from the retina,
Their response propertics depend on a complex relationship
between  the neighboring ncurons and their mput. In
partcular, this recent work demonstrates that neurons in
primary visual cortex make usc of long-range latcral
connections that allow integration ol information from far
beyond the classical recepuive feld, and the evidence
suggests that these connections are involved in associating
neurons that respond along the length of a contour.

The classical description of a cortical neuron in primary
visual cortex is that of a neuron, with feedtorward inputs
from the lateral geniculate nucleus, whose pattern of con-
nections produces the receptive feld profiles described in the
196Us by Hubcl and Weisel {(see Hubel, 1988, for review).
This classical receptive field of a visual ncuron is defined as
the arca of the visual field that has the capacity to modify
the resting potential of the neuron. However, while this basic
feedtorward linecar model of the simple-cell receptive ficld
has been invoked to explain a wide varicty of perceptual
phenomena -and s at the heart of a wide range of model-
ing studics—it is essentally wrong. Somc of the earliest
stucies that measured receptive field propertics of cortical
neurons recognized that stimuli presented outside the classi-
cal receptive field can modify the activity of the neuron, even
if those regions by themselves cannot effect a response
{e.g., Maller and Fiorentini, 1976},

The neurons n primary visual cortex show a variety of
interesting nonlhnearitics, with many occurring within the
classical receptive field. However, the nonlinearities that are
of interest to us here are the responses to regions outside the
classical receptive field. Stumulation of these areas typically
does not produce a response but can modulate the activity
of the neuron. This modulation in activity has commonly
been described as inhibitory, and a variety of theories have
been proposed (e.g, Allman et al., 1983;. One popular
account has argued that this inhibiuon can senve to

1069



The Great Wall of China is one of a sinall number
of man-madc structures visible from space. 'T'he length and conti-
nuity of the contour ctched on the surface of the earth by the wall

InGere 70.1.

allow the structure to be visible at considerable distances. The
figure i Bis an edge map of the picture of the Great Wall (4) using
a strnple (Sobell edge detector. I the elassical view, a nearon an

normalize the neuron’s response and make more cfhicient use
of the ncuron’s hmited dynamic range {Heeger 1992;
Schwartz and Simoncelh, 2001).

In this chapter, we concentrate on a new theory to account
for some of these nonlinear ellects. This theory proposes tha
the nonelassical surrounds of recepuve hields ave intmanely
involved in a process called contowr integration. We do not mean
to imply that contour integration 1s their only role; however,
the evidence suggests that 1Cis one role. Indeed, the evidence
suggests that some of the effects that have given rise 1o the
notion of nonclassical surrounds are generated by the acuve
grouping or association ol cells in neighboring regions of the
visual field. Tn accord with the termy recepiaee feld, we have
used the term association field 10 deseribe the region ol asso-
ciated activity {Field et al.. 1993) while others have used the
term inlegration field (c.g., Chavane ot al,, 2000y or contextual
field 1o, Phillips and Singer, 189970 see also Chaprer 1135

In the following pages. we address four questions and
explore some of the research that is providing answers. 'T'he
questions arce as [ollows: (17 What s contour integration, and
why is it iuportant? (2) What do the anatomy and phvsiol-
ogy sugeest about the underlving mechanism? {3, What does
the beliavior of individuals ~humans and nonhuman pn-
mates ——suggest about the underlving mechamsm? (4) What
msights wre provided by computaional models of  the
Process?

We should note that when putting this review together, we
discovered over 200 papers published 1 the past 10 years
that bear direcdy on these issues ol integraton. Recently, a
number ol excellent reviews and discussions have been pub-
hished on the topic or on associated topics. We recommend
Fizpatrick (2000, Gilbert (1998), and Callaway (1998} for
discussions of anatomy and physiology; Polat (1999 and
Hess and Field (1999) for reviews of psyvehophvsies: and Ta

(1998) and Yen and Fikel (1998} for ther comprehensive
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primary visual cortex responds 1o only a limned region of the visual
ficld and responds 1o a restricted range of stimulus orientation. To
sec the contour formed by the wall as a single entity, some process
must integrate the different picees of the contour. *Christopher

Liu/ChinaStock, All Rights Reserved.)

discussions of the computational issues. In the himited space
ol this chapter, therefore, we will concentrate on a few issues
which we feel have not received the primary attention of the

above authors.
What is contour mtegration?

Consider the image shown iy Figure 70.14. Because reflec-
tdon and illunination vary across the different surfaces,
occlusions between surfaces commonly produce a laminance
disconunuity (1.e.. an edge), as shown in the edge map in
Figure 70,1 5. Towever, edges i scenes do not oceur only at
occlusions. They may also arise from textures within
surliaces, as well as from shading chscontinuities.

[n the 1980s. a number of modcling stidies were pub-
lished that proposed computational strategies that would
help 1o wdenily which ol the edges i a scene imade up the
principal boundaries of an object. Under the assumption
that boundary edges were hikely to extend over large regions
ol the visual ficld. the computations were designed to extract
onlv those edges that were continuous over an extended
arca. The algorithms thatwere developed were based on the
assumption that the problem could be at least parually
solved by integrating over neighboring regions that had

similar orientavons. However, although some of  these

integration models included, or were derived from, known
physiology {c.g., Grossherg and Mingolla, 1985; Parent and
Zucker, 1989y, the evidence that an inwegration algorithm of
this kind was acrually performed by the visual sysiem was
not widely aceepted.

Two lines of research have recently helped 1o support the
plausibility ol a scheme such as the one described above.
The first ine comes from a series of anatomical and physi-
ological studies that used both cat and primate and suggest

that there exist long-range connections between neurons



primary visual cortex that link ncurons with similar orienta-
tions. The second line consists of two types ol psychophvs-
ical study that have provided evidence for the sorts of
associations nnplied by the physiological and anatomical
results (IMeld et al.. 1993; Polat and Sagt. 1993, 1994). The
results of these studics converge on an account that suggests
that neurons m primary visual cortex integrate information
from ouside the classical receptive ficld i a way that pro-
motes the mtegraton ol contours. Below we review some of
these studies,

Physiology and anatomy of laleral connections

As noted above, a variety of early studics showed that stimuh
outside of the classical receptive ficld of a ncuron in visual
cortex can modulate that neuron’s actuvity. The sources of
modulation potentially originate {rom feedlorward connee-
tions, {cedback connections from ncurons farther along
the visual pathway, lateral projections from neighboring
neurons, or a combination of all three. Although we con-
cenwrate here on lateral connections, the modulation activ-
ity is almost certainly dependent on a more complex circuit
involving all three. What has been remarkable over the past
few years;, however, has been the close ties found between
lateral conncctions and visual behavior of  humans and
macaques when completing  appropriate psychophysical
tasks.

Farly studies exploring the horizontal connections in
visual cortex discovered that pyramidal neurons have con-
nections that extend laterally for 2 to 5mm parallel to the
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Fioere, 70.2. 4, Results modified from Bosking et al. (1997)
demonstrating the orientation-specific projections of a set of V|
ncurons in the tree shrew. Optical imaging is uscd o reveal the on-
entation columns, while injections of biocvtin are used to map the
projections of a set of neurons wking up the bioevtin {shown in
white). As can be seen, the location of the onentation column ol
the injection is the same in most casces as the orientarion column of

surface and have terminations that are patchy and selective
(Gilbert and Wiesel, 1979: Rockland and Tund. 1982),
Studies on the extent and specificity of lateral projections
have now been completed on the tree shrew (c.g,, Basking
ct al. 1997; Rockland and Lund. 1982), primate (c.g.
Malach et al., 1993: Sincich and Blasdel, 2001), ferret (e.g..
Ruthuzer and Steyvker, 1996), and cat (e, Gilbert and
Wicsel, 1989), with largely good agreement between species
but also some important diflerences.

Figure 70.24 provides an example of one of the impres-
sive techniques that reveals the specificity ol projections
using a combmation of optical imaging and anatomical
data. These results from Bosking et al. (1997) show an
overlay of the orientation columns revealed by optical
imaging. with the lateral projechions of pyramical neurons
near the mjection site synapsing onto the surrounding
regions. The lateral projccions are revealed through extra-
cellular injections of bioeytin which label a small number of
neurons near the nijection site, along with their projections.
The orientation tuning of” a particular neuron is estimated
by s location within an onentation column.

As the figure shows, the orientation column of the mjec-
tion (shown by the dark areas) has the same orientation as
those of the columns where the long range projections
project {Le., they synapse onto neurons that are also in the
dark regions). The short-range projections do not show such
specificity. Bosking ¢t al. also found that in tree shrew the
extent of the long-range projections was significantly greater
along the axis corresponding to the orientation of the central

neuront.

the projection. B, An experimentally and theorencally derived asso-
clatton field (Field ¢t al., 1993) summarizing our belicfs regarding
the underlving projections. Short-range connections are theorized
o be largely mhibitory and independent o artentation, while long-
range conneetions are theorized to be orienration specthe and
largely excitatory.



contour-integration eflects are due 10 dynamic changes o
the classical receptive field. Do these effects simply reficet the
expansion of the receptive field? "T'his explanation may
account for the ellects of the contrast threshold, but there
arc three reasons why, for the contour integration task, it
may not be an adequate explanation. First, the threshold
clfects are strongly dependent on the phase or polarity of
flanks (Wilhams and Hess, 1998), while contour integration
has litde phase dependence (Field et al., 2000). Second.
contour mmtegrauon oceurs between elements that differ by
more than 30 degrees (Field ctal., 1993) when the alignment

15 appropriate {Lig. 70.3:1), but there s no evidence that the
expansion of the receptive field’s length would allow such
integration, Third, there appears w be httle evidence that
perceived contrast is enhanced by flanking stimuli. We will
return to this issuc in the next scction, but the reader can
view Iigure 70.34 and ask whether the elements in the path
appear to be higher in contrast. Hess et al. (1998) found that
large variations in contrast had no effect on the ability to
detect the presence of the contour. Xing and Heeger (2001)
also Tound no changes in pereeived contrast when gratng
patches were surrounded by patches of similar contrast.
Changes were noted only when the flanking patches were
significanuy higher in contrast.

Other psychophysical techniques  have  demonstrated
intriguing results. Chavane et al. {2000) have demonstrated
that the speed of an oriented  element appears higher
when it moves in a direction collinear to 1ts axis than when
it moves in a direction orthogonal to its axis. They argue that
long-range conncctions may be responsible. Kapadia et al.
20003 have demonstrated that elements placed along the
ends ol a central element can induce a pereetved change in
the orientation of the central elerment toward the orienta-
tion of the central clement. Flowever, when the flanking
elements are placed along the opposite axis (adjacent to the
central element), the cenwral element can be shifted away
from the orientation of the flanking clements. They also
demonstrated  that the spatial distribution of this eflect
showed good agreement with the neurophysiology ol corui-
cal facilitation produced by the flanking lines. Mareschal
et al. {2001) have also demonstrated that with a collinear
arvangement, fanking grating patches can sigmbicantly
increase the orientation discrimimaton thresholds of the
central patch. Furthermore, the threshold increase is signil-
icantly higher in the colhnear arrangement than when the
oricntation ol the clements is perpendicular to the positions
of the three patches.

Kovacs and Julesz (1993 demonstrated that when mea-
suring the visibility of a path of elements as a function of
the density of the surrounding clements, the path is signifi-
cantly more visible if the contour forms a closed figure.
Petiet et al. (1998) argue that this effect may be related o

the directional smoothmess of the contours {l.e., a circular

ligure has all the elements changing orientation in a consis-
tent direction). In erther case, both results demonstrare that
sensitivity depends on clements farther away than the imme-
diate neighbors. The simple model, based on excitatory
eflects between neighbors, will not produce this eflect. OF
course, there is no reason to assume that these psychophys-
ical eflects necessarily vecur in VI, and these psychophysi-
cal results may be an indication of the dircction of attention
toward features that undergo predictable change. Noncthe-
less, the results suggest that thresholds for percciving
contours depend on complex relationships.

We conclude this section on the psychophysical phenom-
ena with a fascinating study by Kovacs et al. (1996). As noted
carlicr, Hess and Field (1995) demonstrated that it was pos-
sible to integrate contour fragments that had rclatively large
binocular disparities between them: Kovacs et al. went much
further and presented o observers binocular image pairs
that would he expected o produce rivalry. Consider the pre-
sentation of two completely different natural scencs to each
eye. Under such conditions, one would expect one eye or the
other to dominate much of the time. Kovacs et al. presented
such images to observers and then broke up each pair so that
cach eve received patches from both images, such that the
left eve received the complement of the right {(e.g., the right
eve gets 1,2.1,2.2.1 with the left eye receiving 2,1,2,1.1,2). As
one can readily see by observing their demonstrations,
Kovacs ct al. found that observers commaonly see complete
images (1,1, 1.1, 1.1 or 2.2,22.9). The contours and other
visual information were successfully integrated between the
two cves into a single perceptual whole. This result implies
that the process involved In integrating contours is not cye

specific.
Computational modeling

In some cases, computational models are simple reflections
of the data found experimentally. They can be considered
existence froofs demonstrating that it is at least possible 10
perform the desired task with the proposed architecture.
They cannot demonstrate that the visual system necessarily
uses the architecture of the model, but they can demonserate
that such a model would work if that architecture chid under-
lie the task. However, at times, these models are most useful
when they fail, and that may well be the case 1 the foflow-
ing studics we discuss.

To integrate contours, a variety of algorithms have been
proposed that use the technique of integrating similar ori-
entations along collincar dircctions. Part of the argument for
using a collinearity algorithm appears 10 be that the narure
of the task demands it. However, these early studics also
went 1o some lengths to explam how such an algorithm
might At with the known physiology and anatomy (e.g,
Grossberg and Mingolla, 1985: Parcnt and Zucker, 1989;



Shashua and Ulman, 1988). In the past 5 vears, as our
understanding of the underlying physiology has increased,
so has the sophistication of computational models (e.g.,
Geisler and Super, 2000; 1.i, 1998, 2000; Yen and Finkel,
1998). "These mmodels have demonstrated that the architee-
ture revealed by the physiology and anatomy can be used to
provide an eflicient means ol extracting contours in natural
scenes, and 1t can be used to account for a significant amount
ol the psychophysical data.

Our work on contour sensitivity (Field et al., 1993) was
partly motivated by the belief that the properties of natural
edges would be more efhiciently coded by a linking process
rather thun by a high-level neuron tuned to the particular
contour in question. The ditheulty with the high-level
neuron model is that the number of possible contours in the
natural world, or even in our experiments, is much too large
to have a neuron for every contour.

Geisler et al. (2001) and Sigman ct al. (2001) have taken
the eccological approach further and asked whether the
contour mtegration model is an ellicient means of coding
natural scence contours. They measured the co-occurrence
statistics of edge clements in natural seenes and found that
the relative orientations of ncighboring contour scgments
match well with those predicted physiologically, and with
psychophysically defined association ficlds. Geisler et al’s
results are particularly mteresting because ol the require-
ments needed to measure these co-occurrence statistics. As
they argue, these statistics are muladinensional in nature.
Given an edge at a particular location with a particular
orientation, the region around that location s a three-
dimensional probability map of x-position by y-position by
orientation. Only by mapping out this full probability map
does one see the full set ol statistical dependencies. And it is
n these conditional probabiliies that one finds the orienta-

tion dependencies that map onto the association hield prop-

ertics. The probability map 1s much higher m dimension 1f

we mclude the addivonal dependencies across scale, chro-
maticity, inotion, and disparity: Indeed, our own work (Haves
and Iield. in prep.) suggests that both perceptual integration
over scale and the structure of nawral cdges through scale
follow similar rules.

A potential dilliculty for all vecent models {e.g.. Gesler
and Super, 2000; Li, 1998; Yen and J'inkel, 1998), as well as
for carlier modcls {c.g., Grossberg and Mingolla, 1985), is
that they generally assume that recurrent activity increases
the responses of the neurons along the contour. This
assumption is supported by some neurophysiological results
which show an increase in response rate with flanking
collinear lines (Kapadia etal., 1995; Nelson and Frose, [985).
The difhiculty is in understanding how the visual system
untangles the reladonship between neural activity and
contrast. Responses inerease with contrast, and they also

crease with collinear arrangements. How doces the visual

system decipher differences in contrast variation from dif-
ferences in context ii.e., collinearity)?

Using human  psychophysical techniques, Hess et al.
(1998) found that contrast changes have litde effeet on the
visibility of a contour. Consider the image shown in Figure
70.3. The contrast of the path elements is perceived to be
the same as that of the background. Such results suggest that
neurons must somchow carry the code for contrast sepa-
rately from the code for the continuity of the contour. There
arc various possibilitics for how this might be achieved. One
possibility is that ncurons that code contrast are different
from those that code the contour. Under this hypothesis, we
would need o assunie that both neurons coding for contrast
and necurons coding tor continuity arc present in V1.

A sccond approach proposes that continuity is represented
by a temporal code, presumably tied to the synchronous
activity of neighboring neurons. T'his approach to binding has
recetved considerable recent attention and has some exper-
imental support {(Singer and Gray, 1995: sce also Chapter
[13). The dilTiculty with this model is that it requives a mech-
anism to detect the synchrony. Hess et al. (1998) suggest a
rather different and more basic version of a temporal code.
They suggest that contrast mformation is represented by the
mital response generated by the feedforward activity, with
the later response determined by the lateral connections and
the context of the surrounding regions. The contrast signal
could then be extracted from the collincarity signal by simply
racking the timing of the response. This hypothests was
derived from the neurophysiological work of Zipser et al.
(1996). Using textures as stimulhi; they found results consis-
tent with this theory. However, Kapadia et al. (1999) provide
data that are supportive i some ways but also make the story
more complex. As noted m the previous section, Kapadia et
al. found that collinear facilitation lor neurons i V1 occurs
only at low contrasts or at high contrasts in complex back-
grounds. "They also noted that ths facibitation occurs after
the minal transient response ol the newron diving the sus-
taned component ol the response. This aspect of  the
response fits the model proposed by Hess ¢t al. {1998).

However,  at Ingh  conuasts,  the  neurons  do not
show thus sustatred response. but only the sharp transient
response. What sort ol model prediets this high-contrast
behavior? Tt may involve some degree of contrast normal-
ization {c.g, Heeger, 1992); hut at present we are not aware
of any model that predicts bath the timing of responses and
the lack of facilitavon at high contrasts.

There is also the question ol whether lateral [eedback has
the appropriate timing to account for the neurophysiologi-
cal findings. Along these Bnes, Van Rullen ot all (2001

provide an mteresting alternative to the above models. They
arguc that models that trerate toward a solution using recur-
rent lateral Teedback are too slow o explain reaction-time

data and newophysiological responses measured  during



visual recognition. 'They suggest that the contours might he
represented not by the magnitude ol the ncural response,
but by the relative speed at which responses pass through the
visual system. They argue that Jateral connections mav serve
to facilitate the nitial response allowing the collimear context
to push the most “meanmglul™ mformaton most quickly
through the visual system.

However, all of the models fail to predict the smoothness
constraint described by Pettet et all i1998), whose results
demonstrate that a contour which changes in a consistent
direction 1s more visible than a contour which has multiple
changes iy direction. Such results suggest that sensitivity 1s a
function of more than immediare neighborhood interac-
tions. Contours changing oricntation in a consistent angular
direction provide lor greater sensitivity. But whether s
sensitivity is related o the lateral connections in VI or o
higher-level interactions or higher-level feedback, remains to
be seen.

Some remaming questions

T'here remain a number ol mteresang and Graittal directions
for rescarch in this arca, as well as o number of problems.

Psychophvsical rescarch, computational modeling, and
measurements on natural scenes all support a parucular
mapping. such as that shown i Figure 70.28. They suggest
that off~axis projections will project to off-axis orientations
along the lines ol smooth curves. Our own eyeball estimates
of the published anatomical data of Bosking et al. (1997,
scem to suggest that the ofl-axis projections project Lo ori-
entation columns that are slighly shifted from those along
the primary axis. To our knowledge. though. no quantita-
tive study has been conducted o support or dismiss this
hypothesis.

Another question ol interest is how contours are inte-
grated across the midline. In V1, communication across the
midline must pass across the corpus coltosum. a pathway
that is significandy longer and  possibly less efhaent.
However, there appear (o be no large dilferences between
the integration across the midline or within w hemihield. Pre-
sumably, il imtegraton oceurs across the midline, this would
show up as a delay in processing or a reduction insensitiv-
ity. In our own unpublished work on this problem, no sig-
nificant delay was found. Indeed, f no differences were
(ound hetween contour ntegration across hemificlds versus
within hemiliclds, it would argue that much of the contour
integration task {or ac least the hmntng factors in the task)
must be performed by areas beyond V.

There also remain questions regarding  the  relation

between contour ntegration cllects and the wide range of

studics on illusory contours. A furge number of studies that
have investigated the perception of ilusory contowrs, and

have explored the conditions which produce the appearance

of an illusory surface partially bounded by tlusory edges
(e.g., sec Lesher, 19950 for a veview). The perception of the
illusion depends on the relatabidity of the supporting contours
(Kellman and Shipley, 1991), meaning that the supporting
contours must fall along lirst-order curves, as shown in
[igure 70.44. However, the illusion also depends on the
Rubin,

2001, Figure 70,478 shows an example where the iusion is

end junetions of the supporting contours (e.g.,
blocked by converting the L-junctions inducing corners into
T-junctions. Kapadia ct al. (1995) have demonstrated that
T-junctions can also reduce the sensitivity in a contour inte-
gration task when the elements are made of T-clements
rather than simple line elements. Kapadia etal. also demon-
strated that with single neurons, the eflects produced by
Hankig collinear Iines are also reduced with such Hanking
lines.

Although there are dlearly some important relationships
between ilusory contours and contour integration, the illu-
ston is certainly not a necessaryv component of the integra-
tion process. As readers may sce for themselves, the
perception of the contour in Figure 70.34 does not result in
an lusion of luminance or the perception ol structure
between the clements. We should also note that while Lateral
connections presumed to underlie the contour integration
rask arc found with VI neurons, neural responses corre-
sponding o llusory contours are not lound carlier than V2
[Peterhans and von der Hevdy, 19890 von der Heydt ev al.,
19845, Zhou et al. (20001 have also found that over half” of

the neurons in V2 and V4 also show selectivity 1o border
ownership, Given the same local contour informanon {the
same mformation within the classical reeeptive field), the
majority of neurons were found to respond ditferentially to
lurger object properues, Tor example, a ncuron respondmg
10 a vertical cdge may produce a larger response, depending
on whether the contour is part of an object to the Jeft or
(o the vight of the contour. In contrast 1o V2, only 18% of
the neurons inthe wp layer of VU show (his differential
responsc. Zhou et al. 20005 also noted that the dilTerential

response to border ownership occurred within 25 msee of
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Friovry 7004 4 shows a modihed Kaniza figure that typieally
results 1 the pereepuon of an tllusory contour. /2 demonstrates the
“importance of the supporting endpoints in this illusion. The -

Jquncuon will pically reduce the steengdh of the illusory triangle.



response onsct, arguing that the solution is generated within
the visual cortex.

These results imply that lateral connections i V1 are
important to the integration of contours, but they are not
directly involved in the more complex “object” relationships
portrayed by illusory figures and by object identity.

Summary

The anatomical, ncurophysiological, psychophysical, and
computational rescarch of the past decade provides a
compelling argument that neurons m area V1 integrate
information [rom bevond the classical receptive held in
a manner that assists in the integration of contours.

Integrated contours represent a critical component of

natural scenes important to carly vision. They are important
in definmg the boundarics and extents of the objects in our
world.

The latcral conncections between neighboring neurons are
certain to play a number of roles besides contour integra-
tion. As argued by a nwber of investigators, these connec-
tions are likely to play a role in contrast normalization,
sterco, motion, and texture scgregation. among others. Fur-
thermore, the facilitation with single neurons is contrast
dependent, and this may imply that the facilitaton at
collinear positions is a sccondary eflect 1o the inhibition
found in much of the nonclassical surround. it is also likely
that few ol these computational problems arc “solved” in
V1. VI neurons receive a large amowntof mput lvom higher
visual areas, which undoubtedly plays a significant role.
Indeed, there 1s ample evidence that both task outcome and
the activity of these ncurons can be modulated by attention
(e.g, lto and Gilbert, 1999) suggesung that our final mode]
of VI will be considerably more complex.

Overall, the studies reviewed here call into question the
notion that V'l codes the visual world by breaking it down
nto an array of ndependent features. Although V1 neurons
arc diflerentally sclective to a variety of visual [eatures, their

lateral connectons, and the related perceptual phenomena.

suggest that V1 should be considered as a complex web of

mteractions. Fach neuron’s response depends ina complex
way on its neighborscon s mputs. and on feedback from
higher levels. With the current surge of studies exploring
these interactions, a clearer picture of their role is expected
to develop over the next few years. At this time, however, the

evidence suggests that the Gestalt psyehologists of the early

twenneth century had a protound insight with their Law of

good continuaton. The integration ol contours represents
one task well served by the complex interactions found

early vision,
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